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Introduction

• Many studies over the past two decades have
conceptualized semantic memory (i.e., the
mental lexicon) as semantic networks, where
words/concepts are represented as nodes and
links/edges between nodes represent certain
semantic relatedness.

• Analyzing and contrasting semantic network
measures have provided important insights
into the organizational differences and changes
of the mental lexicon in various populations
(e.g., aging, bilingualism, and people with neu-
rodegenerative disorders).

• Semantic verbal fluency is particularly efficient
in estimating networks of specific semantic
categories.

• However, most of the network studies of se-
mantic verbal fluency have focused primarily
on the animal category. Another semantic cat-
egory, namely verbs, has received far too little
attention compared to the animal category or
noun-based categories in general.

• The primary goal of the present study is to
further investigate the underlying organi-
zational differences of nouns and verbs in
themental lexicon from a network science
point of view.

• Another goal is to explore how category
cue specificity influences the overall net-
work structure within the same lexical
category.

Semantic Fluency

• In a semantic verbal fluency task, participants
are asked to produce as many exemplars of a
given category (e.g., animals or vegetables and
fruits) as possible within a given time limit.

• The general pattern of words produced in se-
mantic fluency is called clustering–words that
are semantically related to each other tend to
be produced in succession or close proximity.

• Participants typically switch to a new se-
mantic cluster when no semantically proximal
word is available in the current cluster.

• Given this cluster-and-switch pattern, one effi-
cient and psychologically plausible way to con-
struct semantic networks from semantic flu-
ency data is to form an edge connecting each
pair of successive words.
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Network Construction and Measures

• Common network parameters and the small-worldness structure (an important global feature of seman-
tic networks that may contribute to efficient memory search and retrieval) were evaluated.

• Two types of comparisons: noun-based and verb-based networks were contrasted to each other while
controlling for the category cue specificity; networks within the same lexical category were contrasted
to each other in order to examine the effects of category cue on network parameters.

• Since direct comparisons of networks with different numbers of nodes may introduce confounds, we
used a sub-network bootstrap procedure and simulated 1,000 partial networks with a fixed number of
randomly selected nodes for each semantic network (the assumption is that any structural differences
between the original networks will also emerge in their corresponding sub-networks).

Results
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Networks constructed from the general noun and verb fluency tasks

Parameters of the four semantic networks
Animal Noun Body Movement Verb

Nodes 97 130 79 78
Edges 337 359 260 241
Average degree 6.95 5.52 6.58 6.18
CC 0.21 0.15 0.20 0.24
ASPL 2.61 3.17 2.61 2.85
Small-worldness (S) 1.44 1.86 1.24 1.27
Modularity (Q) 0.35 0.47 0.31 0.33
CCrandom

∗∗∗ 0.07 0.04 0.08 0.08
ASPLrandom

∗∗∗ 2.55 3.01 2.50 2.56
∗∗∗p < .001

Parameters of bootstrapped partial networks
Animal Noun Body Movement Verb

Nodes 48 48 48 48
CC 0.20 ± 0.05 0.14 ± 0.06 0.20 ± 0.05 0.23 ± 0.05
ASPL 3.06 ± 0.31 3.67 ± 0.58 2.78 ± 0.22 2.82 ± 0.25
Modularity (Q) 0.45 ± 0.06 0.59 ± 0.07 0.39 ± 0.05 0.38 ± 0.05

• All the four networks showed small-world properties.
• Compared to nouns, verb organization is more condensed and less modular (larger CC and smaller
ASPL and modularity).

• Within the noun category, the general noun network was more distributed and had more communities
than the animal network. However, this pattern was not clear in the verb category.

Discussion and Conclusion

• Results of the network analysis revealed systematic differences in the global network structure of the
two lexical categories.

• Comparisons of the specific and general networks within the noun category showed patterns consistent
with its hierarchical structure. No such pattern was found within the verb category, which is consistent
with the more flat organization of verbs.

• The present study directly utilized this information in network construction. Future work could com-
pare this filtering method with other advanced group-level semantic network estimation methods.

• Although the organizational differences of nouns and verbs have been well documented in theoretical
linguistics, and have been discussed extensively in the psycholinguistic and neurolinguistic literature,
we showed here that by examining the network measures, these qualitative differences can be quanti-
tatively compared and contrasted.


